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Can Taylor’s law of fluctuation scaling and its
relatives help demographers select more
plausible multi-regional population forecasts?

Joel E. Cohen, Helge Brunborg and Meng Xu∗

Abstract

Which of several alternative population forecasts is the ‘best’ or the most plausible?
In published work summarized here, we use Taylor’s law (TL) and its quadratic
generalization to select the best among six alternative projections (by Statistics
Norway) of Norwegian county population density. We consider two time scales:
long term (1978–2010 as the historical basis for projections of 2011–2040) and
short term (2006–2010 as the historical basis for projections of 2011–2015). We
find that the short-term projections selected as ‘best’ by TL are more closely aligned
than the four other projections with the recent county density data, and reflect the
current high rate of international net immigration to Norway. Our approach needs
to be further tested using other data and demographic forecasts.

1 Introduction

Demographers use population projections and population forecasts to draw
conclusions relevant to policy and planning, and to provide inputs for other social
and natural sciences that depend on demography. But projections and forecasts differ
in terms of the justifications of their assumptions.
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Projections are based on assumptions that are not necessarily intended to be
realistic. Alternative projections can illuminate multiple counterfactual worlds by
showing the results of ‘what-if’ or Gedanken experiments, such as assuming
constant fertility or constant mortality in the future, or no migration. For example,
Abel et al. (2016) projected the effect on world population growth of implementing
the Sustainable Development Goals using a demographic model that stratified
national populations by age, sex, and level of education; and that took into account
the different levels of fertility and mortality associated with the different levels of
education.

Forecasts, by contrast, are based on assumptions about the future that are intended
to be realistic (e.g., Lutz et al. 1997; Bongaarts and Bulatao 2000; Gerland et al.
2014; United Nations 2015). Demographers compute alternative forecasts because
they are uncertain about the model assumptions and the parameter values in the
future. Demographers have to assume when they are making forecasts that some
features or trends of the past will continue into the future – because otherwise,
they would have no basis for saying anything about the future. The question
demographers are attempting to answer is which features or trends, based on how
much of the past, will continue into the future.

We have been exploring unconventional answers to this difficult question using
the special case of spatially explicit multi-regional forecasts. We summarize here
our recent, and still tentative, progress on these issues, which we have published
in detail elsewhere (Cohen et al. 2013; Xu et al. 2017). We offer this summary to
increase awareness of our explorations, to motivate others to test our approach using
other multi-regional data, and to encourage the development of similar methods for
other kinds of demographic forecasts. We do not attempt here to provide a review
of demographic projections or forecasts.

Our case study of Norwegian counties uses historical population data and a
set of population projections prepared by Statistics Norway (2011) based on the
Central Population Register (StatBank Norway 2015). Xu et al. (2017) treated the
projections as if they were alternative forecasts, i.e., as if they were intended to be
realistic; and tried to evaluate their realism ex ante, i.e. before observations of the
future became available. Unlike stochastic forecasting, our method does not require
probabilistic estimates of demographic variables in the future based on observations
from the past, and can be implemented using simple statistical procedures.

We use a standard statistical concept called a variance function. In a family of
random variables indexed by space and time, such as the population density of a
fixed set of counties at different times, a spatial variance function describes the
spatial variance (across counties in a given year t) in population density as a function
of the spatial mean of population density (across counties in year t) over the course
of various years. We call a plot of log(variance in year t) on the vertical axis as a
function of log(mean in year t) on the horizontal axis, with one dot for each year t,
a (log-transformed) ‘variance function plot’. Here ‘log’ means ‘log10’. Fig. 1(c, f)
are examples of the spatial variance function plots for the historical data and the
projections of Norway’s population by county. Our selection criterion for the best
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projection(s) assumes that the trend in the historical ‘variance function plot’ will
continue through the projection period.

Using methods developed by Cohen et al. (2013), Xu et al. (2017) tested a
particular form of variance function known as Taylor’s law (Taylor 1961; review
by Eisler et al. 2008; henceforth abbreviated to TL, eqn (1)) and its quadratic
generalization (eqn (2)) for six projections of Norwegian county population density
from 2011 to 2040. We define as the ‘best’ long-term projections those projections
for which the estimated parameters of TL and its generalization for the period
from 2011 to 2040 most closely match the corresponding parameters of TL and
its generalization fitted to the historical data (1978–2010).

We also define the ‘best’ short-term projections as those projections for which the
estimated parameters of TL and its generalization for the period from 2011 to 2015
most closely match the corresponding parameters of TL and its generalization fitted
to the historical data (2006–2010). To evaluate the accuracy of the ‘best’ short-term
projections, we examine whether the short-term projections our method selected as
‘best’ are most closely aligned with the population density data from 2011 to 2015.

We summarize the procedure for selecting among various multi-regional
projections or forecasts using the proposed variance function method so that the
method can be tested further and, if it is successful, used. First, historical population
multi-regional time series that immediately precede and are comparable in length
to the projections should be chosen. Second, for the historical observations and for
each of the projections or forecasts separately, the spatial mean (among spatial units)
and the spatial variance (among spatial units) should be calculated for each year; and
the multiple regression models (or analysis of covariance: eqns (3) and (4), Materials
and Methods) should be constructed across years to compare the variance function
parameters of the historical observations with the corresponding variance function
parameters of each projection or forecast. Third, the projections or forecasts for
which the variance function parameters most closely approximate those of the
historical observations should be selected. These steps do not depend on heavy
computational machinery, and require only a level of statistical analysis that is
available in standard statistical software.

2 Materials and methods

Statistics Norway (2011) projected the populations of each county from 2011 to
2040 under L (low), M (medium), H (high), and 0 (no effect) assumptions for
four demographic variables: fertility, life expectancy, internal migration, and net
immigration. The label of each projection lists the four variables in the order
just given. For example, MMM0 assumes medium trajectories for fertility, life
expectancy, and internal migration; and 0 net immigration. Statistics Norway (2011)
tabulates projected values of the four demographic variables under each assumption.
For example, the projected low, medium, and high total fertility rates for 2015 are
1.85, 1.97, and 2.12 children per woman; and for 2060, they are 1.71, 1.93, and
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2.08 children per woman. Detailed projected trajectories of all variables are given
in Statistics Norway’s Statbank. The six projections analyzed here are MMM0,
MMML, MMMM, MMMH, LLML, and HHMH.

For each year t in the historical (1978–2010) data and in each of the six long-term
(2011–2040) projections, we calculate a population-weighted spatial mean of each
county’s population density (Dt, j) in year t weighted by the number of persons Nt, j
in that county in year t:

meant =

n∑
j=1

( Nt, j∑n
j=1 Nt, j

)
× Dt, j,

and a population-weighted spatial variance of county population density

variancet =

n∑
j=1

( Nt, j∑n
j=1 Nt, j

)
× (Dt, j − meant)2.

Nt, j is the number of persons in year t (t = 1978, 1979, . . . , 2010 for historical data;
t = 2011, 2012, . . . , 2040 for projections) of county j ( j = 1, 2, . . . , n), and n = 19
is the number of counties in Norway. We weight counties by their population
size because we are interested in determining the variation in population across
Norwegian counties, rather than in examining land use or political issues, for which
areal and equal weighting would have been most appropriate (Cohen et al. 2013).

Taylor’s law (TL) is a widely applicable empirical variance function that reflects
the population density of nonhuman species. For the multi-regional time series
analyzed here, the spatial TL reads:

log(variance across counties of population density in year t)
= log a1 + b1 log(mean across counties of population density in year t). (1)

Cohen et al. (2013) tested TL against population data for Norway from 1978 to 2010
at three spatial levels (municipality, county, region) using three weightings (equally,
by area, and by population size) of the population density. For each year, the spatial
mean and the spatial variance in population density among the studied spatial units
were calculated, plotted across years, and fitted on the log-log scale by a least-
squares linear regression (eqn (1)). Cohen et al. (2013) found that, regardless of
the weighting used, TL accurately described the variation in Norwegian population
density at any spatial level (coefficient of determination R2 of eqn (1) was above
0.96 at the county level; Fig. 4 and Table 2 in Cohen et al. 2013), even though
the parameters of TL differed among the three weighting methods. Under each
weighting, Cohen et al. (2013) also fitted the log(mean)-log(variance) pairs of
Norwegian county population density by a quadratic generalization of TL (due to
Taylor et al. 1978, their equation 14),

log(variance of population density in year t)
= log a2 + b2 log(mean population density in year t)

+ c2[log(mean population density in year t)]2. (2)
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We found that the quadratic coefficient c2 is statistically significantly positive,
indicating convexity between log(mean) and log(variance) (Table 2 in Cohen et al.
2013).

We fit least-squares regressions (eqns (1) and (2)) to the spatial variance function
plots of the historical data (1978–2010) and of each long-term projection (2011–
2040) separately, with one point per year. For the linear regression model (TL),
we compare the parameters of eqn (1) in the historical data and in the projections
using a multiple linear regression model with interaction; which is commonly
called analysis of covariance. Specifically, we combine the mean variance pairs
from the data and the six projections, and define a categorical variable ‘source’,
which specifies the data and the projections, with the level ‘historical’ indicating
the historical data, and the projection name (e.g., ‘MMMM’) indicating the
corresponding projection. We then incorporate ‘source’ into eqn (1) as:

log(variance) = a1 + b1 log(mean) + c1(source) + d1[log(mean)]: (source). (3)

Here ‘log(mean):source’ represents the interaction between the independent
variables ‘log(mean)’ and ‘source’. With ‘historical’ as the reference source level,
values of c1 of eqn (3) show whether the intercept of TL in the historical data differ
from the intercept of each projection; and values of d1 show whether the slope of
TL of the historical data differ from the slope of each projection. Similarly, the
‘source’ variable is included in eqn (2) to examine the differences in each parameter
(intercept, linear coefficient, quadratic coefficient) of the generalized TL (eqn (2))
in the historical data and in each projection.

log(variance) = a2 + b2 log(mean) + c2[log(mean)]2 + d2(source)
+ e2[log(mean)]: (source) + f2[log(mean)]2: (source). (4)

We use the values of d2, e2, or f2 (eqn (4)) to examine the differences in the
parameters in the historical data and in each projection. For each model (eqns (3)
and (4)), projection(s) (if any) with parameter estimates that most closely resemble
the parameter estimates of the historical data are selected as the ‘best’ projection(s).

We repeat the variance function analysis and the regression diagnoses for the
historical data from 2006 to 2010, and for each projection from 2011 to 2015.

To measure the accuracy of a short-term projection selected as ‘best’, we compute
for each year t from 2011 to 2015 the mean of absolute percentage error (MAPE)
between the observed and the projected population density of each county across
Norway,

MAPEt,k =

∑n
j=1

∣∣∣∣PDt, j,k −ODt, j
ODt, j

∣∣∣∣
n

× 100%,

and average them over the five years by

MAPEk =

∑2015
t=2011 MAPEt,k

5
.
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Here ODt, j is the observed population density of county j ( j = 1, 2, . . . , n) in year
t (t = 2011, 2012, . . . , 2015); PDt, j,k is the projected population density of county j
from projection k in year t; and n (n = 19) is the number of counties in Norway. Each
projection k yields five values of MAPEt,k, one for each year t. These five values are
then compared among the projections by using analysis of variance (ANOVA) to
find the most accurate population projection (defined as the projection(s) k with the
least value of MAPEk) from 2011 to 2015. To examine the accuracy of our short-
term projections, we also use a recently developed modification of MAPE called
the rescaled mean absolute percentage error (MAPE-R) (Swanson et al. 2011).

3 Results

We find that TL describes well the spatial variance function of Norwegian county
population density in the historical data from 1978 to 2010 and in each of the
six projections from 2011 to 2040 (Fig. 1(c)). In all seven linear regressions (one
historical and six projected) that are fitted to the spatial means and the spatial
variances, the values of the coefficient of determination R2 are greater than 0.999.
The slopes of TL are between 1.5 and 2.

Further, we find that the slope and the intercept of TL differ between the historical
data and five of the six long-term projections. For one projection, labeled MMM0,
neither the intercept nor the slope differs significantly from the corresponding
value of the parameter of TL fitted to the historical data. MMM0 is selected as
the best model based on the similarities of the TL parameters between the data
and projections. Because we find that the assumptions of the statistical tests (e.g.,
homoscedasticity and independence of errors) are not fully satisfied by the data,
the alignment of the parameters between MMM0 and the historical data must be
considered indicative and approximate.

The generalized TL significantly improves the fit by TL. The results of
multiple linear regressions using eqn (4) indicate that in every parameter of the
quadratic regression, the parameters of each projection differ significantly from the
corresponding parameters of the historical data. No projection is selected as ‘best’
based on the generalized TL. This conclusion must be tempered by recognizing that
the underlying assumptions of the statistical model we use are not always met.

Looking at the short-term historical data (2006–2010) and the six short-term
projections (2011–2015) for Norway, we again find that TL describes the spatial
variance function of county population density well (Fig. 1(f); R2 > 0.9999). The
parameters of TL differ between the historical data and four of the six projections.
For the two projections labeled MMMH and HHMH, the outcomes of the multiple
linear regression based on eqn (3) do not contradict the hypothesis that TL’s
intercept is equal to that of the historical data, nor the hypothesis that TL’s slope
is equal to that of the historical data. The two high-migration variants HHMH
and MMMH are selected as the two best short-term projections. The high net
immigration rate assumed in the short-term projections HHMH and MMMH reflects
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Figure 1:
Log(mean) against year [a, d], log(variance) against year [b, e], and (log-transformed)
variance function plots [c, f] of Norwegian county population density for (a–c)
historical data from 1978 to 2010 and six demographic projections from 2011 to 2040,
and for (d–f) historical data from 2006 to 2010 and six projections from 2011 to 2015.
In a given year, the spatial mean and the spatial variance are calculated among
counties weighted by county population sizes. On a log-log scale, the variance
function during 1978–1984 overlaps the variance function during the later years (c),
and generates an acute hook pattern at the lower left corner of the plot. Markers
indicate historical data (•), HHMH (�), LLML (©), MMM0 (∆), MMMH (+),
MMML (×), and MMMM (^).
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Norway’s recent high and rapidly increasing levels of immigration due to the
country’s low unemployment and rapid economic growth rates.

The results of the multiple linear regressions based on eqn (4) show that none of
the projections resembles the historical data in any parameter of the least-squares
quadratic regression. Thus, no projection is selected using the generalized TL.

Among the six projections, we find that the annual average of the mean
absolute percentage errors (MAPEs) and of the rescaled MAPEs (MAPE-R)
between each short-term projection and recent (2011–2015) observations follow
an identical ascending order: HHMH < MMMH < MMMM < MMML < LLML <
MMM0. Under each measure, as HHMH and MMMH are the two projections with
the smallest average errors, they are the most accurate. Thus, the two projections
identified by TL as being most closely aligned with the historical data are the two
projections that most closely approximate the observed county population densities
after the projections were published.

4 Conclusion

Variance function analysis of the short-term historical data (2006–2010) and the
short-term projections (2011–2015) of Norwegian county populations selected
HHMH and MMMH as the two best projections. MAPE and MAPE-R selected
the same two projections as being the closest to the recent data (2011–2015). This
finding encourages further testing of the use of the variance function in selecting
the most accurate short-term demographic projections. The long-term projection
selected by the variance function method (i.e., MMM0) seems unrealistic, and its
accuracy cannot be evaluated until data of the projection period become available
for post hoc comparison. Other high-quality census or historical data and projections
should be similarly tested to evaluate how general our method is, and the roles time
scales play in the method. The historical data that could be used to further test this
method could, for example, come from China’s 34 provincial-level administrative
units, the 50 states of the USA, or the roughly 200 countries of the world; while the
projections that could be used to further test this method could, for example, come
from national statistical offices, international statistical and economic agencies, and
research institutes.
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