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Abstract 

The Arctic, and with it the State of Alaska, USA, is an area highly impacted by climate 

change. Changing environmental conditions have started to impact local communities, 

causing a need for changes ranging from new infrastructure to the relocation of entire 

towns. These changes connected to rising temperatures have been shown to affect 

people’s overall health, and their mental health in particular. Previous studies using 

opinion-mining and Twitter data have focused on large areas, not distinguishing between 

regions within countries. In the course of the research presented in this paper, we analysed 

Twitter data for the period 2013–2017, from which we extracted opinions concerning 

climate change topics by applying sentiment analysis (polarity and feelings) and climate 

change dictionaries, on a 10 x 10 km grid for the State of Alaska, USA. The number of 

climate change-relevant tweets was found to be much lower than reported in previous 

studies, where the USA was only considered in its entirety. After applying a topic-modelling 

approach, we found little difference between the spatial distributions of hotspots for the 

different climate change topics. A comparison with population data showed considerable 

biases towards English-speaking communities, tweets in indigenous languages being 

excluded when pre-defined dictionaries in English were used.  
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1 Introduction  

Climate change has been shown to affect the Arctic disproportionately highly compared to 
lower latitudes (Intergovernmental Panel on Climate Change, 2007), a phenomenon known 
as Arctic amplification (Serreze & Barry, 2011). This is visible through changes in a multitude 
of phenomena (Callaghan et al., 2010). Studies have found changes in precipitation and local 
surface evaporation (Bintanja & Selten, 2014), and yearly snow cover (Derksen & Brown, 
2012). Permafrost covers large parts of the Arctic and is known to thaw under the influence 
of rising temperatures (Osterkamp & Romanovsky, 1999). This causes changes in ground 
stability (Rowland et al., 2010), hydrological conditions (Lawrence, Slater, & Swenson, 2012; 
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Woo, 1986), ecology (Jorgenson, Racine, Walters, & Osterkamp, 2001), and coastal erosion 
(Lantuit & Pollard, 2008), all of which influence the daily life of local communities (Bartsch 
& Meyer, 2016). This has led to new transportation and infrastructure needs caused by 
changing ground and ice conditions (Larsen et al., 2008; Liljedahl et al., 2016), altering the 
way people are able to traverse the landscape (Doré, Niu, & Brooks, 2016). Natural hazards 
are generally thought to become more frequent (Nelson, Anisimov, & Shiklomanov, 2002). 
In Alaska, the impact of climate change is already highly visible (Jorgenson, Shur, & Pullman, 
2006; Raynolds et al., 2014) and has begun to impact public and private infrastructure and 
the daily lives of citizens (Hovelsrud, Poppel, van Oort, & Reist, 2011; Melvin et al., 2017). 
Recently, the impact of climate change on the health, and specifically mental health, of local 
communities has come under discussion (Cunsolo Willox et al., 2013; Cunsolo Willox et al., 
2014). This is particularly important for people living in regions highly susceptible to climate 
change. Cunsolo Willox et al. (2014) argue that people living in the Circumpolar North are 
especially vulnerable to such developments as they rely on the environment for their 
livelihoods. In these regions, climate change has implications for resource availability and 
food security, acute or extreme weather events, landscape degradation, impacts on 
infrastructure, as well as cultural practices, especially those of indigenous communities 
(Cunsolo Willox et al., 2014). Burkett, Verchick and Flores (2017) have found that 
communities of Alaskan natives and Native Americans in Alaska are already experiencing 
climate change-induced relocation. In many cases, the need for relocation is caused by rising 
sea levels or coastal erosion threatening communities and infrastructure (Burkett, Verchick & 
Flores, 2017). All these factors are strongly connected to general health, and in particular to 
mental well-being (Friel & Ford, 2015; World Health Organization, 2011).  

Analysis of Twitter and other social media data has been used to study a great variety of 
topics, such as public health and healthcare (Culotta, 2010), crime (Kounadi, Ristea, Leitner, 
& Langford, 2017; Lau, Xia, & Ye, 2014), politics (Wang, Can, Kazemzadeh, Bar, & 
Narayanan, 2012), and crisis management (Cameron, Power, Robinson, & Yin, 2012). 
Algorithms using opinion-mining and topic-modelling have frequently been applied to social 
media data and have been further developed in recent years. Sentiment analysis has been 
applied at many levels of spatial and temporal granularity (e.g. hourly or daily), mainly by 
using Twitter data for understanding users’ opinions. Various lexicons and dictionaries are 
used in the analysis of polarity (positive, negative and neutral) and feelings (such as sadness, 
joy), and some researchers are working on the differences between subjective and objective 
opinions (Pak & Paroubek, 2010), and between using unigrams and bigrams (Go, Bhayani, & 
Huang, 2009) – i.e., in text-mining and natural language processing, single words and 2-word 
sequences. From a spatial point of view, it is important to find clusters of different polarities 
on smaller scales in order to understand local rather than general behaviour. Several studies 
using data obtained from Twitter have focused on public opinions concerning climate 
change (An et al., 2014; Cody, Reagan, Mitchell, Dodds, & Danforth, 2015; Jang & Hart, 
2015). However, these studies have generally included data for larger regions, several 
countries, or in many cases the whole world. For example, Pathak, Henry, and Volkova 
(2017) consider the whole world; nor do they distinguish between regions within countries. 
In their study, Alaska is considered as part of the United States as a whole; differences arising 
from vastly different populations and environmental conditions are not taken into account. 
To the best of our knowledge, no studies focusing on the analysis of social media in relation 
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to the public perception of climate change and its impacts on a local or regional scale exist 
for Arctic regions, including Alaska.  

Taking into consideration Arctic amplification and the direct implications of climate change 
for both Alaskan landscapes as well as local communities (Hovelsrud et al., 2011), our study 
focuses on the Alaskan mainland as a study site. We investigate the usability of Twitter data 
to study public perceptions of climate change and its implications on daily life in vulnerable 
communities through addressing the following research questions:  

RQ 1: Are there differences in the temporal and spatial distributions between positive and 
negative tweets in Alaskan territory? 
RQ 2: How are climate change-relevant Twitter messages distributed at a fine spatial scale in 
a sparsely populated area? 
RQ 3: Which sentiments (polarity and emotions) are most predominant when talking about 
climate in Alaska? 

The study is designed to explore a well-known and widely discussed topic (climate change) 
using an established method (sentiment analysis of tweets) on a regional level. Our analysis 
aims to show the limitations of these methods when applied to regional analysis. Our 
objective is to explore spatial patterns in the results, but also the advantages of using Twitter 
data to analyse public perception of climate change among people who are affected on a 
daily basis by its impacts on their environment as well as by related policy decisions.  

2 Data and Methods 

Study area 

The study area is defined by the Alaska, USA administrative border, with a southern limit of 
60°N and a western limit at 170°W (Figure 1). In the following analysis, we adopt a 10 x 10 
km grid ) according to a method proposed by Eck, Chainey, Cameron, and Wilson (2005). 
Twitter data represented by points of the geotagged locations and population data were 
aggregated to the grid, which covers the entire study area, resulting in 13,425 grid cells. To 
identify clusters and outliers for the spatial distribution of tweets and population, we use this 
grid projected in the NAD83/Alaska Albers coordinate system. 
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Figure 1: Study Area as defined by the Alaskan state border and additional limits of 60°N and 170°W 

(WGS1984). Colours represent the number of tweets used in the 10 x 10 km grid. Locations of towns 

and cities as provided by Alaska State Department of Natural Resources 

(http://www.asgdc.state.ak.us/) 

Data 

Twitter data were obtained through the Twitter Streaming Application Programming 
Interface for the period 2013–2017 (with gaps in August–September 2013, November 2013–
March 2014, and the first ten days of July 2014). Only geotagged tweets were considered, in 
order to allow for geospatial analysis. Twitter data are frequently used in research. However, 
practical concerns may arise because geotagged tweets represent approximately just 1% (Li, 
Goodchild, & Xu, 2013; Morstatter, Pfeffer, Liu, & Carley, 2013) to 10% of all posted tweets 
(Anselin & Williams, 2015; Zhang, Ni, He, & Gao, 2016). These limitations are discussed in 
a growing body of literature (Steiger, Westerholt, Resch, & Zipf, 2015; Sui & Goodchild, 
2011).  

Population data included in the study was acquired from the online database of the U.S. 
Geological survey (U.S. Geological Survey, 2014), which includes the 2010 Census 
population information for each town/city. The data from each town/city centroid in Alaska 
were joined in the spatial unit of analysis (10 x 10 km grid cell). 
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Methodology 

In the first step, the tweets’ text was cleaned by pre-processing operations. Among other 
things, this pre-processing removed stop words (i.e non-discriminative words that can reduce 
the accuracy of the classifier, such as ‘that’, ‘other’), URLs, prepositions, punctuation 
symbols and numbers; tokenization (the process of breaking a text up into words and other 
meaningful elements), and all letters were converted to lowercase, in accordance with Resch 
et al. (2017). Secondly, after checking the tweeting intensity per username, the most active 
users were excluded. While it is not the purpose of this study to identify personal and non-
personal users, the non-personal accounts with high volumes of tweets would introduce bias 
into the analysis. The eight most active users were excluded from the analysis, including a 
recruitment company (AlaskaTourjobs) and users tweeting about earthquake occurrences 
reported by the USGS (everyEarthquake, QuakesToday).  
After the pre-processing steps, we followed the workflow presented in Figure 2. The 
geotagged tweets included approximately 1.9 million messages. These tweets were divided 
into nine categories, following the approach of Pathak et al. (2017). In order to analyse the 
topic of climate change, Pathak et al. categorized the tweets into one dataset about ‘climate 
change’ and nine subsets (weather, energy, air issues, security, economy, food, animals, water 
and climate denial), of which five are included in Global Pulse data (United Nations Global 
Pulse, 2016). For our case study, we used their main ‘Climate Change’ category and all of the 
subsets apart from the last, as our tweet dataset did not contain significant climate denial 
statements.  

 Figure 2: Workflow 

Sentiment analysis 

For the sentiment analysis of the geotagged tweets, we selected the lexicon created by Hu 
and Liu (2004), which includes around 6,800 words. This approach uses negative and 
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positive dictionaries in order to calculate the difference between positive and negative 
polarity for each tweet (Hu & Liu, 2004): 

     𝑠𝑐𝑜𝑟𝑒 =  𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑤𝑜𝑟𝑑𝑠 −  𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑤𝑜𝑟𝑑𝑠 

A score above zero means that the sentence has an overall ‘positive sentiment’, a score lower 
than zero that the sentence has an overall ‘negative sentiment’. Tweets with a score of zero 
are considered ‘neutral’. However, misclassifications arise when scores are close to zero due 
to the low polarity. In the following analysis we define ‘positive opinion’ tweets as ones with 
a score higher than or equal to 2, and ‘negative opinion’ tweets as ones with a score lower 

than or equal to -2. We also introduce the possibly biased values (≤ 1 𝑎𝑛𝑑 ≥ −1) as ‘low 
positive’ and ‘low negative’ polarity. The sentiment polarity was analysed for all nine subsets.  
In addition, we followed a second approach for sentiment analysis. The National Research 
Council Canada (NRC) Emotion Lexicon (Emolex) (Mohammad & Turney, 2010, 2013) 
includes 14,182 unigrams (words) and ~25,000 senses (meanings of the words, e.g. different 
senses of the word ‘play’, based on the context in which it is used). This method identifies 
emotions (anger, anticipation, disgust, fear, joy, sadness, surprise, trust) and polarity (negative 
and positive) for each tweet, and defines a scale of association between emotions-sentiments 
and the tweet text (not associated, weakly, moderately or strongly associated). In order to 
compare the Hu and Liu lexicon with the NRC for polarity variables, we created two 
categories: one including ‘positive’ and ‘negative’ opinions as the ones moderately and 
strongly associated, the other including ‘low positive’ and ‘low negative’ opinions. The NRC 
algorithm was implemented using the Syuzhet package in R (Jockers, 2015). 

Spatial analysis 

In order to spatially analyse the Twitter data, a cluster/outlier analysis was performed using 
the Anselin Local Moran’s I statistic (Anselin, 1995; Mitchel et al., 2005). This test identifies 
concentrations of high and low values and spatial outliers, or clusters of features with values 
similar in magnitude. The analysis was done using the ‘contiguity edges corners’ scheme for 
conceptualizing the spatial relationships, involving 499 permutations, in ArcMap. The model 
was run for all geolocated tweets (including all subsets) aggregated to the 10 x 10 km grid 
cells projected in the NAD83 / Alaska Albers coordinate system. The Cluster/Outlier 
Analysis identified four elements with a 95% significance. Two statistically significant cluster 
types (of high (HH) and low (LL) values) were identified, as well as two outlier types (one in 
which a high value is surrounded primarily by low values (HL), and the other in which a low 
value is surrounded primarily by high values (LH)). The rest of the cells were classified as not 
significant.  

Temporal analysis 

For the temporal analysis, the geotagged tweets and the nine climate categories were 
aggregated into daily bins. The first category included a temporal distribution using daily 
count values; for the subcategories, a percentage of the total number of geotagged tweets per 
day was calculated (for example, climate tweets represented 1% of 363 geotagged tweets 
recorded on 31 August 2015). Additionally, for the geotagged tweets, the positive and 
negative tweets were analysed considering their time stamp, calculating their percentage of 
the daily total. 
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3 Results and Discussion  

In this section, we present the following categories of results: opinion-mining through 
sentiment analysis, significant distribution of tweets, positive/negative tweets, climate tweet 
clusters and outliers, and temporal analysis of tweet density for all geotagged messages and 
for the climate subsets. Table 1 shows a summary of statistics for the datasets used. The 
number of tweets varies between the different subsets; the topics ‘Economy’ and ‘Food’ are 
the most frequent ones, while the topic ‘Air Issues’ has the lowest number of tweets. Using 
the lexicon of Hu and Liu (2004), 4.63% of geotagged tweets (~1.9 million messages) were 
identified as expressing a positive opinion, and 3.89% a negative opinion; 18.87% are 
characterized by a low positive and 14.57% a low negative polarity. 

Table 1: Descriptive statistics for all 13,425 grid cells. Minimum and maximum numbers of tweets per 

grid cell, the sum of all tweets belonging to one category over all grid cells, mean number of tweets 

per grid cell, and standard deviation 

Variable Min. Max. Sum Mean Std. Dev. Unique users 

Tweets 0 430,368 1,893,142 141.016 4835.113 32,242 

Positive 0 21,245 87,632 6.527 233.1528 9,927 

Negative 0 18,073 73,572 5.480 198.8705 5,893 

Low positive 0 86,471 357,189 26.606 972.656 16,987 

Low negative 0 65,290 275,833 20,546 731,4486 11,351 

Population 0 291,826 461,202 34.354 2541.726 - 

Subcategories            

Climate 0 43 148 0.011 0.455 100 

Weather 0 22 129 0.009 0.312 101 

Air issues 0 7 33 0.002 0.088 31 

Animals 0 82 364 0.027 0.931 294 

Economy 0 1476 5,805 0.432 16.299 1,784 

Energy 0 187 780 0.058 2.064 521 

Food 0 1440 5,795 0.432 15.797 2,092 

Security 0 266 556 0.041 2.524 246 

Water 0 781 4,030 0.300 8.953 1,925 

Figure 3 shows the daily number of geotagged tweets for two time periods: 1 January 2013 – 
31 April 2015 and 1 May 2015 – 31 December 2017 (including the gaps explained in sub-
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section “Data”). The y-axis shows differing values between the two periods, the number of 
tweets in the second one being noticeably lower. In April 2015, Twitter changed its policy 
and the way of geotagging, resulting in a lower proportion of tweets containing coordinates 
after that date. After April 2015, the positive tweets represent a clearly higher percentage of 
the total geotagged tweets than the negative ones, while before that date the two polarities 
were only slightly different (see Figure 4). This suggests that the change in Twitter’s policy 
caused users to geotag disproportionally fewer negative tweets. Figure 5 shows the daily 
temporal distribution of tweet counts regarding the nine climate subsets. After 2016, tweets 
about water and food represent an increased percentage of the geotagged tweets for those 
specific days (e.g. 2.5% of the tweets posted on 17 October 2017 are from the food 
category). Before the Twitter policy change in 2015, the categories had similar daily 
distributions (see Figure 5).  

 

 

Figure 3: Geotagged tweets before 1 May 2015 (after Twitter policy changed) and after 1 May 2015. 

The y-axes have different ranges to account for the difference in number of tweets for the two time 

periods 

 

 

Figure 4: Percentage of Positive/Low Positive (blue) and Negative/Low Negative (orange) tweets per 

day, as obtained using Hu and Liu’s (2004) lexicon 
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Figure 5: Percentage of tweet subsets per day obtained using NRC Lexicon for emotions (Mohammad 

& Turney, 2010, 2013) 

Figure 6 shows density and cluster/outlier maps for all geotagged tweets on the 10 x 10 km 
grid and population data from the Census (U.S. Geological Survey, 2014). As expected, areas 
around the main towns/cities have a higher tweet density. However, in the western part, 
where LL clusters and LH outliers for the population are located, the Twitter data density is 
low and not representative of the patterns observed in the population data. According to the 
United States Census Bureau, these areas (especially on the coast) have a large indigenous 
population, possibly speaking languages other than English (Norris, Vines, & Hoeffel, 2012). 
As our analysis considers only English-language tweets, we introduce bias, possibly excluding 
native communities. 
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Figure 6: Density (bottom) and Cluster/Outlier Mapping (top) for all geotagged tweets (left) and 

population (right) 

Figure 7 depicts the positivism and negativism from the geotagged tweets. From a general 
visualization, the density and spatial clustering are similar. In the southeast area (around 
Glenallen and McCarthy – red circle in Figure 7), high-low outliers for the positive tweets 
could be found, while no outliers concerning negative tweets were identified in this area. 
Moreover, more negative tweets were found in the northern area, around Wainwright and 
Atqasuk (blue circle in Figure 7). 
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Figure 7: Density (bottom) and Cluster/Outlier mapping (top) for all geotagged tweets, positive and 

negative. Red and blue circles highlight areas differing between positive and negative tweet 

clusters/outliers (Red: cities of Glenallen and McCarthy; blue: cities of Wainwright and Atqasuk) 

The nine climate categories were spatially analysed for clusters/outliers (Figure 8). LL 
clusters are more common when the dataset is fairly small (for the sizes of the different 
groups, see Table 1). Figure 8 displays the areas where people are more concerned about 
certain topics (or, rather, where they are using words from the above-mentioned 
dictionaries). It shows many similarities between the nine categories. For the topics 
‘Economy’, ‘Food’ and ‘Water’, where the data volume is larger, we notice many non-
significant areas. The city of Galena in the west is defined as an HH cluster, except for ‘Air 
Issues’ and ‘Security’. Nome, located on the west coast, is an HH cluster except for ‘Animals’ 
and ‘Weather’ (see Figure 8). The cities with more inhabitants, such as Anchorage, Palmer 
and Kenay (all in the south) and Fairbanks (in the centre), show tweets from all subsets. This 
was expected considering these areas have larger populations.  
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Figure 8: Cluster/Outlier mapping for the nine climate categories ‘Climate’, ‘Weather’, ‘Air Issues’, 

‘Animals’, ‘Economy’, ‘Energy’, ‘Food’, ‘Security’ and ‘Water’. Nome and Galena show notable 

differences between the results for the subsetted categories  

For the nine climate categories, we adopted another sentiment analysis algorithm, from the 
NRC lexicon (see section “Temporal analysis” for further description). Figure 9 compares 
the two methods for defining positive and negative tweets, as well as for low positive and 
low negative tweets. The NRC method shows higher percentages in all cases compared with 
the first method. ‘Security’, ‘food’ and ‘economy’ include a high percentage of positive 
tweets. For ‘Air Issues’, ‘Economy’ and ‘Energy’, the first lexicon identifies more negative 
tweets than positive ones. 
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Figure 9: Percentage of Positive and Negative (left) and low positive and low negative (right) tweets 

per category using HuLiu (Hu & Liu, 2004) and NRC methods (Mohammad & Turney, 2010, 2013) 

The NRC method also defines emotions for each tweet (Figure 10). Climate and weather 
topics elicit more fear, while food has a higher percentage of joy and a low percentage of 
fear. The link between fear and the topics of climate and weather agrees with the overall 
descriptions of the effect climate change can have on people’s daily lives (Cunsolo Willox et 
al., 2013). Figure 10 also shows the most frequently used words in each subset. While for 
some categories the connection to climate change is clear (words like ‘climate’, ‘change’, 
‘global warming’ and ‘heatwave’ being used frequently), other categories, like ‘Food’, are 
more difficult to attribute to the topic of climate change. The subset ‘Weather’ shows 
frequent use of words such as ‘flood’ and ‘heatwave’, both of which are phenomena 
commonly attributed to a changing climate in the Arctic (Frich et al., 2002; Radosavljevic et 
al., 2016). These results show that it is difficult to extract text referring to a specific subject 
just by using a defined dictionary; for example, people who talk about food in social media 
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show a high probability of not discussing food in relation to global warming or climate, 
which is why we notice the emotion of joy being highlighted here.  

 

Figure 10: Sentiment distribution using NRC method over the nine climate categories (left); word-cloud 

visualizations of the most common words per category (right) 

4 Conclusion 

In this study, we presented the use of tweets to identify opinions about climate change on a 
10 x 10 km grid. In contrast to other studies in this field, which commonly cover larger areas, 
we focused on just one region which is highly impacted by climate change, and performed 
our analysis on a fine spatial scale. 
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This case study shows the usability of Twitter data in sparsely populated areas for studying 
people’s general opinions and emotions about climate topics. Spatial analysis was used to 
determine areas of positive and negative tendencies in messaging, and others where climate-
related information is discussed. Areas showing clusters and outliers differed only slightly 
between the subcategories studied. 

Compared with the total number of geotagged tweets, results show a moderate volume of 
tweets that used words included in the climate change dictionary. This regional study adds to 
other global studies, where Alaska is commonly included in the United States boundaries.  
Despite the plausible results, our study shows several limitations. First, Twitter data is 
restricted to a low volume of geotagged tweets, which might cause biases in opinion-mining, 
including social and demographic biases. In addition, this analysis focused on messages 
written in English, missing out important groups such as indigenous people speaking other 
languages. This bias needs to be addressed when applying Twitter-based methods to these 
areas and calls for the creation and use of multi-language dictionaries, including indigenous 
languages. The changes in Twitter policy from April 2015 may also have played a role in 
restricting the amount of information with spatial attributes that was collected. 
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